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Abstract

The modeling of human-machine interaction (HCI) has an enormous impact on the
shaping of our everyday life and the usage of so-called interactive technology. Sur-
prisingly, human-machine models are still a widely underdeveloped subject in sci-
ence and technology studies, technology assessment but also robotics and com-
puter science. In this paper, epistemological and ontological foundations of social
robotics and especially human-robot interaction (HRI) are analyzed. These founda-
tions were developed primarily in the 1990s but are still the basics of today’s re-
search. Theoretical assumptions and practical consequences of the redistribution
of agency, visibility, autonomy and accountability are explored. The consequences
of new models of the human-machine interaction as caregiver/infant or partner-
ship  relations  are  scrutinized.  In  the  face  of  the  growing  opacity  of  the  hu-
man-robot interface and the camouflage of human agency, I will propose a more
reflexive and thereby user-friendly approach for human-robot interaction.



188 STI Studies Vol. 10, No. 1, January 2014

1 From rational-cognitive con-
cepts towards interaction

The emergence of human-robot inter-
action is tightly bound to a profound
paradigm-shift  in  human-computer
interaction  (HCI).  While  good,  old-
fashioned  Artificial  Intelligence  (GO-
FAI) relied on machine-oriented con-
cepts,  algorithms  and  automata,  we
have  been  experiencing  a  move  to-
wards ‘interaction’ not only in AI but
also in  computer  science  during the
last decades (Wegener 1997; Crutzen
2003). User-friendliness is interpreted
as  avoidance  of  rational-cognitive
processes and formal structures. The
latter  are  -  at  least  at  the  surface  -
substituted by opaque but ‘attractive’
interfaces with ready-made functions.
The invention of desktop, mouse and
icons  have  been  important  steps
in  this  development  which  protago-
nists doubt  the users’  capabilities to
understand the functions and operat-
ing  levels  of  (personal)  computers.
This trend is perpetuated and broad-
ened  in  human-robot  interaction
(Weber 2005a, b).  In parallel,  we are
experiencing  a  shift  in  robotics
from a symbol-processing oriented AI
(Newell/Simon 1976) towards an em-
bodied  cognitive  science  (Pfeiffer/
Scheier  1999),  behavior-based
(Brooks 1986) or biologically-inspired,
evolutionary  robotics  (Nolfi/Floreano
2000)  as  well  as  social  robotics
(Breazeal 2002).

Traditional AI as well as robotics rest
on  the  cognitivist  paradigm  which
considers intelligence to be an execu-
tion of calculations and its core task
as  symbol  processing  (Böhle  et  al.
2011).  On  this  basis,  intelligence
could “be studied at the level of algo-
rithms  and  there  is  no  need  to
investigate  the  underlying  physical
processes. Thus, there is a deliberate
abstraction  from  the  physical  level”
(Pfeifer 2001: 295). Based on these as-
sumptions, knowledge representation
was  a  key  issue  and  robots  were
more or  less  regarded as computers
additionally  equipped  with  cameras

and  sensors  to  manage  the  interac-
tion with the world. According to this
logic  the  incoming  data  derived
from the sensing of the environment
should be  interpreted and computed
by  internal  symbol  processing.  The
data then serves as a basis to develop
a plan - as a Sense-Act-Think Cycle -
for the robot’s actions. This approach
needs  a  huge  amount  of  calculating
capacity, so that real-time action was
not feasible. At the same time it had
i.a.  severe  problems  of  representing
ambiguities  (i.a.  Pfeifer/Scheier  1999;
Hayles 2003).

Obviously,  this  approach  works  best
for  strictly  rule-based  tasks  such
as  playing  chess  or  assembling  car
parts  in  factories.  Robots  build  in
this  paradigm  are  not  able  to
perform simple tasks such as naviga-
tion,  locomotion  or  obstacle  avoid-
ance in more open and complex envi-
ronments.  In  the  late  1980s,  re-
searchers  increasingly  claimed  that
knowledge acquisition and interaction
with  the  world  does  not  exclusively
work  according  to  logical  rules  that
can be translated into algorithms and
run  on  a  computer  (Brooks  1986,
1991;  Maes  1990;  Steels/Brooks
1994).  Interestingly,  this  claim  has
been  a  central  argument  by  many
philosophers  of  technology  and  sci-
ence studies scholars since the 1970s
(i.a.  Dreyfus  1973;  Suchman  1987;
Becker 1992).

Influenced  by  biology,  neuroscience
(Damasio  1994),  linguistics,  philoso-
phy (Dreyfus  1973),  and other  disci-
plines which were increasingly stress-
ing the importance of embodied cog-
nition and the coupling of system and
environment for intelligence, a para-
digm  shift  in  AI  and  robotics  took
place  (Steels/Brooks  1994;  Dauten-
hahn/Christaller 1997; Pfeiffer/Scheier
1999).  More  and  more  researchers
such  as  Rodney  Brooks,  Luc  Steels,
Kerstin  Dautenhahn  or  Rolf  Pfeifer
(2000,  2001)  claimed  the  priority  of
embodied interaction over knowledge
representation.  From  the  1990s  on,
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the New AI approach started to devel-
op autonomous systems which were
meant  to  interact  with  the  world  in
changing  environments  and to  solve
tasks  they  were  not  explicitly  pro-
grammed  for.  They  focused  on  real
world  systems instead of  toy  worlds
and stressed that interaction with the
world also means to cope with physi-
cal forces, with dangers and to learn
from experience:  This  new approach
accomplished  to  address  problems
the traditional AI  had been trying to
avoid  for  decades  by  focusing  on
planning and simulation.

New  robotics  disapproved  of  many
abstractions and reductionisms of tra-
ditional  AI  and  cultivated  a  material
culture  of  trial  &  error,  tinkering,
sampling  and  testing  with  different
materials,  combinations  of  compo-
nents,  thereby  using  genetic  algo-
rithms,  evolutionary  computing,  and
other new biology-inspired computa-
tional  approaches  (Brooks  1986;
Christaller  2001  et  al.;  Dautenhahn/
Christaller 1997; Pfeiffer/Scheier 1999;
Steels/Brooks 1994): 

“The new approach to understanding in-
telligence  has  led  to  a  paradigm  shift
which emphasizes the physical and infor-
mation-theoretical implications of embod-
ied  adaptive  behavior,  […]  The  implica-
tions of this change in perspective are far-
reaching and can be hardly overestimated.
With the fundamental paradigm shift from
a computational to an embodied perspec-
tive, the kinds of research areas, theoreti-
cal and engineering issues, and the disci-
plines  involved  in  AI  have  also  changed
substantially.  The  research  effort  in  the
field, for instance, has shifted towards un-
derstanding  the  lower  level  mechanisms
and  processes  underlying  intelligent  be-
havior  […]  Cognition  and  action  are
viewed as the result of emergence and de-
velopment rather than something that can
be built (i.e. programmed) directly into the
robot [… ] Automated design methods […]
have  also  provided  new  insights”  (Lun-
garella et al. 2007: 3).

Paradigmatic  inventions  encompass
inbuilt  feedback  loops,  system-envi-
ronment coupling as well as the sub-

sumption architecture1. Media theorist
Katherine  Hayles  explains  this  new
robot  architecture  and  its  epistemo-
logical implications very lucidly as

“using  a  hierarchical  structure  in  which
higher level layers could subsume the role
of lower levels […] The semi-autonomous
layers carried out their programming more
or  less  independently  of  the  others.  The
architecture  was  robust,  because  if  any
one level  failed  to work as  planned,  the
other  layers  could  continue  to  operate.
There was no central unit that would cor-
respond to a conscious brain, only a small
module  that  adjudicated  conflicts  when
the  commands  of  different  layers  inter-
fered with each other. Nor was there any
central  representation;  each  layer  ‘saw’
the world differently with no need to rec-
oncile  its  vision  of  what  was  happening
with the other layers” (Hayles 2003: 102).

The technical model of the subsump-
tion  architecture  helped  to  improve
the robustness of behavior-based ro-
bots and to translate the idea of the
tight  coupling  of  motor  and  sensor
signals. At the same time, observation
of the cheap, fast and ‘out of control’
behavior-based robots became a very
important aspect of the new research.
Post-processing  made  it  possible  to
understand - at least partially - some
of  the mechanisms in the ‘evolving,’
respectively  dynamic,  unpredictable
behavior  of  the  robots.  Biologically
inspired  and  evolutionary  robotics
(Husbands 1998; Nolfi/Floreano 2000)
draw explicitly on ethology and evolu-
tion  theory.  Given  this  background,
they developed autonomous systems
inspired by biological prototypes such
as  ants,  snakes,  spiders,  bugs,  or
grasshoppers.  Accordingly,  the  bio-
logically  inspired  approach  regarded
consciousness as an epiphenomenon
of evolution and of minor importance
for  the  development  of  basic  intelli-
gent  systems.  Most  researchers  use
biology and social group behavior of
anonymous  groups  (insects,  birds,
fish) as inspiration. It was not before
the late 1990s that a growing interest

1 For the paradigmatic shift in robotics see
also  Pfeifer/Scheier  1999;  Hayles  1999;
Hayles 2003; Lungarella et al. 2007.
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in individual social behavior emerged.
This might be the case because it  is
much  more  difficult  to  implement
than group behavior. The latter does
not  only  need  self-organization  and
emergent  processes  but  reflection of
one’s  own  behavior,  anticipation  of
others’ behavior, natural communica-
tion,  imitation,  social  learning,  ges-
ture,  mimicking, emotion and recog-
nition of interaction patterns. 

At  the  same  time,  it  is  eye-catching
that only ‘positive’ social behavior is
implemented  into  social  robots.  As
they are expected to work in the per-
sonal service economy, a lot of work
is geared towards the development of
a new image of the ‘caring’ robot - in
contrast  to  dominant  images  from
popular culture. And though there are
funny robots such as R2D2, the recur-
rent dominant vision in popular con-
texts was for a long time that of either
rowdy or evil robots such as the ‘Ter-
minator’ (1984), the ‘Robocop’ (1987),
HAL in ‘2001: Space Odyssey’ (1968)
or ‘Maria’ in Fritz Lang’s ‘Metropolis’
(1927). In the last decade a new image
of the helpless, needy robot emerged
in popular culture such as the tragic
figure of the robot boy David in Spiel-
berg’s  blockbuster  ‘Artificial  Intelli-
gence’. Another version is the friendly,
faithful and robust social partner em-
bodied in the protagonist figure of An-
drew in the ‘Bicentennial Man’ (1999)
by Chris Columbus (Ichbiah 2005; We-
ber 2010).

2 Social robots 

In social robotics, ‘natural’ communi-
cation, situatedness, embodiment and
emotion are regarded as essential fea-
tures of personal service robots (Bil-
lard/Dautenhahn 1997; Breazeal 2002;
Kanda/Ishiguro 2012). Roboticists are
trying to implement embodiment and
situatedness of robots via ‘emotional-
ity’.  Social  robotics  strives  for  ma-
chines which are able to recognize the
emotions of the user, react to them in
an adequate way and have the capaci-

ty to display ‘emotions’  through hu-
man-like facial  expressions and ges-
tures.  Human-robot  interaction  re-
searchers  primarily  use  a  simple
scheme of  six  ‘basic’  and ‘universal’
emotions  (happiness,  sadness,  sur-
prise, fear, anger, and disgust) devel-
oped  by  psychologist  Paul  Ekman
(1992).

Though  many  roboticists  expressed
doubts  concerning  the  validity  and
universality of the scheme in numer-
ous  expert  interviews  I  undertook2,
this approach still seems to be domi-
nant in the modeling of emotions in
social  robotics  -  though it  has been
varied  endlessly.  It  is  very  attractive
because  of  its  reductionism  which
makes  it  easy  to  translate  human
emotions  into  algorithms.  But  so-
called ‘social mechanisms’ and social
norms  (Petta/Staller,  2001)  are  used
for the modeling of social and emo-
tional  behavior  of  machines  as  well.
Rules of feelings and of expression as
well  as  (problematic)  stereotypes  of
behavior - for example with regard to
social hierarchies, ethnicity or gender
- are implemented into artefacts to re-
duce contingency in machine behav-
ior  (Moldt/von  Scheve  2002;  Petta/
Staller  2001;  Wilhelm/Böhme/  Gross
2005; Eyssel/Hegel 2012). These rules
and stereotypes are expected to mini-
mize ambiguity and to enable the best
possible calculation of the behavior of
the alter ego. Emotions are regarded
as especially helpful in influencing the
user  and  smoothing  the  interaction
between humans and machines. Static
and stereotypical models of emotions
and personality traits are preferred for
the  modeling  of  social  behavior  be-
cause they can be easily implemented
into algorithms (Duffy 2003, 2006; Sa-
lovey/Mayer 1990). In doing so, rigid
stereotypes  of  gender,  ethnicity  and

2 I conducted the expert interviews in 2005
as  part  of  the  research  project  Sociality
with  Machines.  Anthropomorphizing  and
Gendering  in  Contemporary  Software
Agents and Robotics at the Department of
Philosophy of Science and Science Studies
at the University of Vienna.
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others  are  reified  and  transported
from human-machine communication
into the realm of human-human com-
munication  (Weber  2005a,  2008;
Robertson  2010;  Nomura/Tagaki
2011).  For  example,  Aaron  Powers
and colleagues state: 

“A ‘male’ or ‘female’ robot queried users
about romantic dating norms. We expect-
ed users to assume a female robot knows
more about dating norms than a male ro-
bot.  If  so,  users  should  describe  dating
norms  efficiently  to  a  female  robot  but
elaborate on these norms to a male robot.
Users, especially women discussing norms
for  women,  used more words explaining
dating norms to the male robot than to a
female robot.” (Powers et al. 2005: 1)

As the expectation of researchers and
their design of artefacts influence the
behavior  of  everyday  users  (Akrich
1995; Allhutter 2010), repeating sexist
stereotypes of  social  behavior  reifies
and  reinforces  the  stereotypes  one
more time - instead of putting them
into question.

At the same time, it would be worth-
while to interrogate the general idea
of automatizing personal services via
anthropomorphic  robots.  The  com-
puter  scientist  Katherine  Isbister
questions whether reductionist mod-
els  of  human-machine  interaction
foster  the  idea  that  friendship  and
empathy are a  consumable service -
instead of an experience built on sym-
pathy,  reciprocity  and  reliability.  In
the long run, anthropomorphizing ro-
bots  and  automating  personal  ser-
vices might result in turning social re-
lations  into  a  commodity  (Isbister
2004).  For  example,  the  sociologist
Arlie  Hochschild  (1983)  pointed  out
that the strategic performance of so-
called  traditional  female  or  male
repertoires  of  gendered  behaviors,
stereotypes  and  emotions  are  often
demanded as a skill in diverse profes-
sions  such  as  call  center  workers,
catering  service  personnel  or  in  the
wellness industry.  Using the concept
of  basic  emotions  and  standardized
personality  traits  in  social  robotics
also  means  to  make  people  familiar

with the idea that standardized emo-
tions are available on demand.

3 From top-down to bottom-up: 
expert–robot–user relations in 
HRI

In personal service robotics and espe-
cially  in  social  robotics,  the  design
and physicality of robots is regarded
as highly relevant to enable successful
human-machine  cooperation  (Fong
2003).  Social  robots  are  designed in
four to five different categories. Either
as  anthropomorphic,  zoo-morph  re-
spectively animal-like, as fictional fig-
ure,  cartoon-like  or  as  so-called
‘functional’  (technomorph)  designed
robot (Fong et al. 2003). The anthro-
pomorphic shape is believed by most
researchers to help the interaction of
everyday users with the robots most
efficiently (Breazeal 2002; Duffy 2003;
Ishiguro  2007).  Accordingly,  human-
machine  relationships  are  designed
either  as  partnership  or  as  a  care-
giver-infant  relationship.  Zoo-morph
robots  are  often  found  in  entertain-
ment  as  well  as  in  assistance  and
therapy - especially in those contexts
where  users  do  not  expect  very  so-
phisticated and ‘intelligent’ robots. So
the relation between user and robot is
modeled  as  owner  and  pet  (Fong
2003).  Cartoon-like  robots  or  robots
that look like a fictional figure are of-
ten used when design is not a main
issue. But a bit of anthropo-/zoomor-
phism is regarded as helpful to sup-
port  user-friendliness.  Technomorph
robots are not aiming at the immer-
sion of the user, but at the fulfillment
of more traditional service tasks in a
social environment such as a hospital,
therapy environment etc.

Traditional  industrial  robotics  is  a
field  in  which experts  and machines
are the main players, while the every-
day  user  is  not  involved  in  the  hu-
man-machine  relation.  In  industrial
robotics,  computational  experts  pro-
gram and direct the robots, while the
latter receive orders and deploy given
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tasks.  Here,  the  metaphor  of  mas-
ter-slave3 describes a control relation
between the expert and the machine,
in which the engineer is always in the
control loop of the machine. 

Originally,  the  term  ‘master-slave’
was introduced to describe the hierar-
chical relation between two machines
(Eglash 2007). From the 1920s on the
concept of ‘slave’ in the term ‘master-
slave’ signified an autonomous device
which is supposed to obey its master
(Eglash 2007: 364). It describes a rela-
tion  between  the  human expert  and
the  autonomous  device  which  func-
tions in an unidirectional way. Ironi-
cally, the meaning of the term master-
slave relation in engineering contexts
changed around the same time as the
term ‘robot’ was introduced by Karel
Čapek in his expressionist science fic-
tion play ‘R.U.R.’ The play was written
in 1920 and translated into English in
1923  (Čapek  1923).  The  word  origi-
nates from the Czech word ‘robotnik’
which means slave and the word ‘rob-
ota’  which  means  ‘forced  labour’.
Thereby the word ‘robot’ already con-
tains  the  idea  of  the  machine  as  a
slave that  executes  the  orders  of  its
master.

This traditional human-machine rela-
tion dominant in industrial robotics is
transformed  radically  in  the  field  of
human-robot interaction which is fo-
cusing on the personal service econo-
my. On the one hand this transforma-
tion  is  induced  by  new necessity  to
configure the relation between the ev-
eryday user and the ‘social’ robot, on
the  other  hand  by  radical  epistemo-
logical  and ontological  changes.  For
example,  concepts  such  as  evolving
and self-learning machines also con-
tribute to a reconfiguration of the re-
lationship between the  engineer  and
the machine.

3 For  the technoscientific  concept of  the
master-slave  relation  see  Hancock  1992,
Sheridan  1992;  for  its  critical  discussion
Eglash 2007.

4 The strong and the weak ap-
proach of HRI: Learning versus 
imitation

In social  robotics  -  as  in  traditional
AI - we find a strong and a weak ap-
proach.  The strong approach in  HRI
aims  to  construct  self-learning  ma-
chines that can evolve, that can be ed-
ucated and will develop real emotions
and  social  behavior.  Similar  to  hu-
mans,  social  robots are supposed to
learn via the interaction with their en-
vironment, to make their own experi-
ences and decisions, to develop their
own  categories,  social  behaviors,
emotions and even purposes. The re-
lation between the expert and the ma-
chine, but also between the everyday
user and the machine, is modeled in a
bottom-up  way  and  configured  as  a
‘caregiver-infant’ or partnership rela-
tion. Believing in future social robots,
the follower of the strong approach -
such  as  Cynthia  Breazeal,  Rodney
Brooks,  Luc  Steels,  Frederik  Kaplan
and others - strive for true social ro-
bots  which  do not  fake  but  embody
sociality. 

In  contrast,  the  proponents  of  the
weak approach invest in the imitation
of sociality. They doubt the possibility
of  self-learning,  evolving  and  intelli-
gent  robots.  Therefore  the weak ap-
proach  focuses  on  the  imitation  of
true  socially  sociality,  embodiment
and emotional expressions in robots.
They follow the traditional  idea of  a
master-slave relationship between the
expert and the robot but fake a mutu-
al  emotional  relation  between  the
user and the machine. 

According  to  Duffy,  the  robotic  ap-
proaches can - at least theoretically -
be divided effectively along 

“the  distinction  between  a  machine  that
aims to  be an effective reasoner and one
which  is  capable  of  perceiving  and  pro-
cessing affective information and creating
some affective-looking output with a view
to  facilitating  human-computer  interac-
tion. These two […] help to look at the is-
sues from two perspectives: Weak artificial
emotion  vs  strong  artificial  emotion—
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analogous to weak and strong artificial in-
telligence.” (Duffy 2008, 23) 

Cynthia Breazeal, professor at the MIT
and one of the founders of social ro-
botics,  is  devoted  to  the  strong  ap-
proach. She developed the vision of a
sociable robot that “is socially intelli-
gent in a human-like way, and inter-
acting with it  is like interacting with
another  person.  At  the  pinnacle  of
achievement,  they could befriend us,
as we could them” (Breazeal 2002: 1).
The  concept  of  the  caregiver-in-
fant-relationship and of social learn-
ing via the interaction with other hu-
mans can be found in a variety of re-
search  approaches  in  human-robot
interaction  (Fong  2003).  In  order  to
realize the envisaged machinic social
behavior, researchers use models and
theories  from  the  field  of  (develop-
mental)  psychology,  from  cognitive
science and ethology, thereby aiming
at  the  implementation  of  social  and
emotional competencies. Another ap-
proach of ‘developmental robotics’ is
put  forward  by  Luc  Steels  and
Frédérik Kaplan. Kaplan wants to im-
prove  intelligent  systems  and  espe-
cially speech recognition and process-
ing  with  the  help  of  developmental
psychology,  neuroscience  and  so-
cial-learning theory. Kaplan takes for
granted that there is  a tight relation
between  sensory-motor  development
and  higher  cognitive  functions.  He
wants to develop machines with gen-
eral capacities such as ‘curiosity’ and
other  attention  mechanisms  thereby
using as little preprogrammed biases
as possible: 

“Indeed, as opposed to the work in classi-
cal  artificial  intelligence  in  which  engi-
neers impose pre-defined anthropocentric
tasks  to  robots,  the  techniques  we  de-
scribe endow the robots with the capacity
of  deciding by themselves  which are the
activities that are maximally fitted to their
current  capabilities.  Intrinsically  motivat-
ed  machines  autonomously  and  actively
choose their learning situations, thus be-
ginning by simple ones and progressively
increasing  their  complexity.”  (Kaplan/
Oudeyer 2007: 313)

Obviously,  Kaplan  wants  to  develop
intrinsically  motivated  machines
which are developing their own cate-
gories and goals.

The credo of the strong approach of
social robotics is to develop machines
which  adapt  ‘naturally’  to  humans,
while it is still the other way round in
human-machine  interactions  as  hu-
mans  are  more  flexible  than  ma-
chines.  To develop not only intrinsi-
cally motivated but also self-learning
machines, many researchers draw on
theories of developmental psychology.
Copying  the  behavior  of  children  in
robots,  they want  to implement into
robots the drive to play, to experiment
and  to  learn.  They  aim  at  robots
which interact with and thereby learn
from humans. 

Accordingly, the relation of the robot
to the human (expert or user) is mod-
eled after early infant-caregiver inter-
actions. In this logic, it  is  no longer
the engineer who is modeling the hu-
man-machine  relation  (including  the
robot), but the machine and the engi-
neer  would  configure  their  relation
together.

Researchers from the weak approach
contest the idea of truly social and in-
telligent robots. They focus on the im-
itation  of  social  relations  between
users and robots instead of the emer-
gence or production of  sociality  and
they  are  convinced  that  the  robot
needs  some  amount  of  prepro-
grammed knowledge. They are mainly
interested  in  developing  real  world
systems in the near future and stick to
the idea of a master-slave relationship
between engineer and robot and the
possibility  that  the  robot  will  adapt
towards  its  sociotechnical  environ-
ment. This approach does not assume
that super-intelligent robots are pos-
sible, though. In the paradigm of the
traditional master-slave approach, the
robot  is  supposed  to  manage  ‘real
world  problems’  such  as  speech  or
object recognition but is not expected
to  become  intelligible  and  autono-
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mous. The researchers do not invest
in ‘educating’ the robot but they use
already known tools from biological-
ly-inspired  robotics,  such  as  genetic
algorithms, to improve the robots’ be-
havior  systematically.  The  weak  ap-
proach invests mostly into real world
systems,  uses  evaluation  and  user
testing and doesn't conceptualize the
robot as a companion or friend (Ben-
newitz 2005; Billard et al. 2007; Daut-
enhahn 2007) but as a tool. They use
anthrophomorphization  for  example
via  implementing so-called emotions
or  anthropomorphized  humanized
speech behavior (turn-taking) to open
up  new  and  more  direct  ways  of
communication. In this way they want
to  smoothen  human-machine  rela-
tions while not intending to establish
equal social relations between human
beings  and machines.  The  weak ap-
proach perpetuates the classical posi-
tion  of  robotics  which  interpreted
machines  as  tools  with  prepro-
grammed patterns of behavior. Work-
ing with the behavior-based robotics
approach nevertheless  results  in  un-
expected and so-called emergent be-
havior of the robot. This is the reason
why the  caregiver-infant-relation be-
came relevant in the weak approach
of HRI also. Working with demonstra-
tion  and  imitation,  the  robot  some-
times shows opaque behavior. There-
fore (and because of the limited ‘cog-
nitive’  capabilities  of  the  robot)  the
engineer tries to improve the robot’s
behavior  via  understanding  the  be-
havioral  problems  and  empathizing
with the robot. This kind of ‘empathy’
is also assumed to be a necessary part
of the user behavior towards the ro-
bot.

Recent developments in HRI reconfig-
ured the traditional model of the hu-
man-machine  interaction  in  an  im-
pressing way: It is no longer the engi-
neer who is modeling the machine but
both configure each other. A new cul-
ture of  computing is  thereby emerg-
ing, in which empathy, interaction be-
tween the engineer and the robot, tri-

al and error, and systematized tinker-
ing are crucial (Weber 2008).

Engineers  obviously  also  invest  into
understanding the behavior of the ro-
bot through “recursive mimesis” (Har-
away 1997: 34). This is not surprising
insofar  as  autonomous  robotics  fo-
cuses on the autonomy and learning
abilities  of  artefacts.  In  treating  the
robot as a clumsy child, the engineer
tries to figure out the main traits  of
the robot’s behavior and how she can
change  the  boundary  conditions  of
the robot instead of optimizing a top-
down  working  control  relation  in  a
master-slave style.

In  a  sense,  ‘recursive  mimesis’  be-
comes an epistemological strategy in
contemporary  behavior-based  robot-
ics. This strategy leaves the traditional
separation between subject and object
behind and substitutes it  with a vol-
untary involvement of the researcher
with her/his artifact. One could argue
that  the  shift  from  the  master-slave
paradigm to that of caregiver-infant is
linked to a shift from the norm of co-
herence and universality, abstraction,
central  control,  planning,  and  ratio-
nal-cognitive intelligence towards sit-
uatedness,  decentralization,  system-
atized tinkering and a commitment to
partial solutions.

This is not to say that the old para-
digm  of  master-slave  is  fully  aban-
doned. Often the old and the new ap-
proach merge into each other. But on
an  epistemological  level  a  profound
reconfiguration of the culture of com-
puting is going on and impacts  new
fields  such  as  biologically-inspired,
embodied, behavior-based, evolution-
ary, or situated robotics.

5 Camouflaging the technical

Traditional  human-machine relations
are  reconfigured  through  the  strong
as well as the weak approach of HRI.
The traditional relation between engi-
neer and machine is more or less per-
petuated  in  both  approaches  as  a
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master-slave  relation  -  though  the
strong approach dreams of an egali-
tarian  relationship  between  expert
and  the  autonomous,  self-learning
machine.  The  relation  between  user
and  machine  is  increasingly  trans-
formed from a technical  relationship
(like the master-slave relation) into a
(faked) social relation of caregiver-in-
fant,  partnership  or  at  least  own-
er-pet. Therefore much effort is being
undertaken to immerse the user in the
human-robot  interaction  as  fully  as
possible. At the same time, the work
of the engineers is made invisible to
improve  the  user’s  tolerance  and
readiness  to  train  the  (still  quite
unimaginative)  robots.  Think  for  ex-
ample of the many unsolved problems
in robotics such as scaling-up,  navi-
gation,  object  recognition,  localiza-
tion of sound etc. (Weber 2008).

The remaining question is whether it
is helpful or desirable to camouflage
the technical as social in human-ma-
chine  interaction.  Obviously,  these
approaches  do  not  support  techno-
logically  competent  and  informed
users.  Sociality  with  machines  can
also be interpreted as a development
to make not only the work of the en-
gineers  but  also  the  still  enormous
limitations of robot systems invisible,
so that they can be sold more easily in
the  personal  service  industry,  in  the
realm of care, education and leisure. A
naive  and  intimate  relation to  a  so-
called social care or companion robot
loaded with ‘emotions’ does not grant
the  usage of  robots  in  a  useful  and
autonomous  way  by  which  users
would be able to configure these tech-
nologies according to their needs and
wishes. It is desirable to design robots
which are not reduced to ready-made
machines  with  preprogrammed  fea-
tures  but  as  flexible  and  reconfig-
urable  machines.  The  turn  towards
(pregiven  ways  of)  ‘interaction’  -
which relies on desktop,  mouse and
icons - has already obscured the func-
tions and operating levels of our per-
sonal  computers.  Shaping  robots  as

social,  emotional  and  understanding
partners could be seen as one more
step  towards  obscuring  the  hu-
man-machine relation itself. 

Humans have a long history of using
tools.  So  it  seems  quite  astonishing
that HCI researchers claim - but never
proved - that people are not able to
use social robots in a more self-deter-
mined way.  We might  anthropomor-
phize  artifacts  sometimes  -  but  this
does not mean that we are not capa-
ble of using these machines in a ratio-
nal-cognitivist way.

6 Technometholology vs. camou-
flage of the technical

Making  human-machine  interfaces4

invisible results in making the active
user participation in human-machine
interaction impossible. The claim that
users  should  educate  their  robot
builds on the opacity of the interfaces.
Some  philosophers  and  sociologists
interpret  the  opacity  of  emerging  IT
systems  as  the  outcome of  the  sys-
temic character of contemporary tech-
nology  (Hughes  1986;  Heesen  et  al.
2006; Hubig 2006). Nevertheless some
HCI researchers believe that alternat-
ive options for critical and participat-
ory  technology  design  are  available.
Theorists  such  as  Cecile  Crutzen
(2003), Lucy Suchman (1987, 2007) or
Paul Dourish advocate systems trans-
parency: 

“[…] we know that people don't just take
things at face value but attempt to interro-
gate  them for  their  meaning,  we should
provide some facilities so that they can do
the  same thing  with  interactive  systems.
Even  more  straightforwardly,  it's  a  good
idea to  build  systems  that  tell  you what
they're doing.” (Dourish 2004: 87)

While some theorists and many com-
puter scientists claim that self-reflec-
tive systems would be too complicat-
ed  and  complex  for  everyday  users,
critical  systems  designers  insist  that
meaningful  and  reasonable  options

4 For  the  concept  of  the  interface  see
Suchman 2003.
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exist  beyond  the  invisibility  of  the
‘emotional’ interface. Referring to the
ethnologist  Harold  Garfinkel,  Paul
Dourish reminds us that accountabili-
ty and responsibility in human-human
relations is only possible if interaction
is observable and can be experienced
as  well  as  communicated.  Corre-
spondingly, meaningful interaction is
only possible in situated ‘Lebenswel-
ten’, in specific communities in which
people share a common understand-
ing of their world and the context of
their  interactions.  The  problem  with
software design is that meaning and
situatedness  disappear  through  ab-
straction: 

“ […] the abstraction is the gloss that de-
tails how something can be used and what
it will do, the implementation is the part
under the covers that describes how it will
work.” (Dourish 2004: 82)

Nevertheless, there are good reasons
to use abstractions in the process of
design because they are the precondi-
tion for modularity, universality, flexi-
bility  and  versatility.  But  everyday
users have very different goals and in-
tentions  when  using  the  systems  in
question - more than their designers
normally  suppose.  When functionali-
ties of a system and the organization
of  actions  are  made  invisible,  users
cannot find their own ways to achieve
their  goals.  A  simple  example  is  the
difference  of  copying  a  file  on  the
hard drive of  your own computer or
on  a  network.  Often  these  actions
look the same. But copying on your
own hard drive is considerably faster
and less  prone  to  copying  mistakes.
But  when  the  differences  between
software processes are not visible to
the user, they cannot take advantage
of them.

Accordingly, Dourish (1994) advocates
three basic principles to ensure trans-
parency in software design: First, the
representation of the system’s behav-
ior  needs  to  be  closely  intertwined
with the system’s behavior itself. (The
goal of system’s design is not to force
the intentions of the software design-

er on the user but to offer diverse op-
tions.) Secondly, the representation of
the system’s behavior needs to be in
accordance  with  the  actions  of  the
system. It needs to be part of it. Third,
the representation of the system’s be-
havior  needs  to  mirror  the  specific,
context-based behavior of the system
and is not only a general description
of  the system’s behavior.  This is  the
basis  for  computational  reflection,
which  combines  the  work  processes
with  the  programming.  According  to
Dourish this is  necessary because of
the  close  relation  between  technical
design and sociality. One needs to un-
derstand  why a  system  is  behaving
the  way  it  does.  The  contemporary
dominant  interaction  paradigm  tries
to  make  technology  invisible  and
turns  artifacts  into  fancy  and  emo-
tionally-laden  figures,  animals,  and
humanoids.  Critical  HCI  theorists
stress the need for a symmetrical dia-
logue between the user and the ma-
chine as well as system’s transparen-
cy  on demand.  Cecile Crutzen (2003)
and others insist that - at least some -
users want to construct the meaning
of  IT products themselves.  Therefore
they  need  an  option  to  change  the
structure,  form  and  functionality  of
the technology if they want to.

We  do  not  need  ‘calm’  technology
which  is  afraid  of  and  incompatible
with  users’  experimenting.  What  we
need  is  ‘slow’  technology  (Hallnäs/
Redström  2001).  The  latter  supports
the learning and understanding of the
humans  -  not  of  robots.  To  realize
this  more  elaborate  kind  of  interac-
tion is not easy as (semi-)autonomous
systems  are  not  always  predictable
and therefore it is a big challenge to
represent  their  behavior  adequately.
Nevertheless,  we should not  give  up
on the idea of a reflexive and partici-
pative technological culture in which
not only technical agents have auton-
omy. 

I believe that we need a societal dis-
cussion on how we want to shape our
technological  culture.  It  might  be  a
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mistake to hand over decisions on hu-
man-machine interaction to software
designers, computer scientists and ar-
tificial  intelligence researchers  alone.
Therefore, to enable participative so-
cio-material  practices,  we  need  not
only  immersion  but  systems’  trans-
parency on demand.
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